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Abstract. It is not always possible to find the solution of the system of linear algebraic equations by 

exact methods. Therefore, numerical methods are used to solve such equations. This work shows the 

method of finding the solution of the system of linear algebraic equations using the simple iteration 

method, which is an approximate method of finding the solution. Also, the solutions of the program for 

the equation worked out in this way are compared. 
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It is not always possible to find the solutions of the system of linear algebraic equations 

in the teaching of algebra to students. Therefore, approximate calculation methods are used. In 

this work, iterative methods for solving a system of algebraic equations are considered. The 

program is shown in the example and the results are shown in the program. 

The system of linear algebraic equations can be solved by exact and approximate 

(iterative) methods. The advantage of solving the system of linear algebraic equations by the 

iterative method, that is, by the method of successive approximation, is the simplicity of the 

application of such solving methods to programming. Iterative methods require initial 

approximation to the desired solution before calculation. The speed of convergence of the 

iterative process depends on the choice of the initial approximation, and also the iteration 

method allows to find the solution of the system of linear algebraic equations with a given 

accuracy. 

To use the iterative method 
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system of equations 

x G x f= +     (2) 

iterative process by bringing it into view 

( 1) ( )k kx Gx f+ = +  ,  k = 0, 1, 2, 

performed by recurring formulas. Matrix G and vector are formed as a result of 

substitution in the system of linear algebraic equations above. || ... || symbol denotes the norm 

of the matrix. ||G|| of the matrix norm < 1 (3) is a necessary and sufficient condition for the 

approximation of equality. 
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is met. 

https://doi.org/10.61587/mmit.tiue.uz.v1i1.114  

mailto:t420@tiue.uz
https://doi.org/10.61587/mmit.tiue.uz.v1i1.114


Proceedings of MMIT’24 International Conference 28 May 2024y. 

24 

1

1* ( 1) (0)

1

k

kk
G

x x G x f
G

+

++−   + 
−

 condition is a condition for 

evaluating the absolute error of a simple iteration. 

Consider the following example: 

Using simple iteration and Seidel methods, solve the system of equations with ℇ=0.001 

accuracy: 

{

8𝑥1 + 𝑥2 + 9𝑥3 = 10    
𝑥1 + 2𝑥2 + 6𝑥3 = 2     
−2𝑥1 + 5𝑥2 + 2𝑥3 = 9     

 

Condition (4) is not fulfilled for the system, therefore, we make it appear in accordance 

with the given requirements, that is, we make it so that the coefficients of the main diagonal are 

greater than the sum of the coefficients in front of the remaining variables of the line, for this, 

we perform the following steps in a row we do:{

7𝑥1 − 𝑥2 + 3𝑥3 = 8         
  −2𝑥1 + 5𝑥2 + 2𝑥3 = 9                 
𝑥1 + 2𝑥2 + 6𝑥3 = 2                      

 

{
 
 

 
 𝑥1 =

1

7
(8 + 𝑥2 − 3𝑥3)         

𝑥2 =
1

5
(9 + 2𝑥1 − 2𝑥3)       =>

𝑥3 =
1

6
(2 − 𝑥1 − 2𝑥2)    

{

𝑥1 = 1,143 + 0,143𝑥2 − 0,429𝑥3  
𝑥2 = 1,8 + 0,4𝑥1 − 0,4𝑥3                 
𝑥3 = 0.333 − 0,167𝑥1 − 0.333𝑥2  

 

Add the coefficients in front of the unknowns on the right-hand side of each equationz:  

0,143+0,429=0.572;       0,4+0,4=0,8;     0,167+0,333=0,5 

If it is required to solve one system by simple iteration and Seidel methods, it is 

preferable to use the Seidel method. Because if the condition (4) is satisfied, the Seidel iteration 

converges faster than the simple iteration. 

Solutions of systems of linear algebraic equations cannot always be found in exact ways. 

Therefore, approximate calculation methods are used. 

We compared the results of the program with the results calculated by the analytical 

method. We think that this article will be very useful for students and teachers. Because the 

system of algebraic linear equations was developed both analytically and with the help of 

software. This article is very useful for using the system of linear equations in the iteration 

method, that is, in the approximate method. 
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